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Introduction
The EU General Data Protection Regulation is among the most influential data 
privacy laws in the world - setting the standard, in many ways, for how global 
organizations implement their data privacy programs. However, the GDPR itself, 
and EU data protection laws more generally, suffer from one central problem: 
one of their most important provisions is unclear. 

Specifically, the GDPR defines anonymous data as 
data which “does not relate to an identified or iden-
tifiable natural person or to personal data rendered 
anonymous” such that “the data subject is not or no 
longer identifiable.” Data that meets this criteria is 
therefore not subject to the GDPR, making anony-
mous data the holy grail of data protection. If you 
can anonymize data, regulations like the GDPR 
simply no longer apply - not their onerous 
requirements on handling data, not even 
their very high fines. From a compliance 
standpoint, anonymous data makes 
your life easier.

The problem is that even though the 
GDPR specifically calls out anony-
mous data, and even though Europe-
an data protection authorities (DPAs) 
have been publicly talking about ano-
nymization for decades, it’s unclear that 
anyone - regulators included - really knows 
what “anonymization” means in practice. This 
is something that even the regulators themselves 
seem to have acknowledged, with the Spanish DPA 
and the European Data Protection Supervisor (EDPS) 
releasing a joint document recently entitled “10 
misunderstandings related to anonymization” aimed 
at clarifying these exact issues. 

So why do DPAs find it hard to converge on a clear 
and uniform anonymization standard? Because ano-
nymization only protects the confidentiality of data 
and EU data protection law is about much more than 
ensuring confidentiality. EU data protection laws 
are focused on placing individuals in control of their 
data and preventing illegitimate uses of that data. 
Therefore, the DPAs are not acting irrationally – their 
mission is just highly complex and broad. The dan-

ger, however, is that by adopting overly restrictive 
approaches to anonymization, data protection laws 
negatively impact legitimate activities and become 
unenforceable over time. 

In the big picture, this uncertainty persists and can 
leave organizations attempting to anonymize their 
data in a deep bind, even when they don’t equate  
anonymization to a free license. Our goal in this 
white paper is to outline why the state of ano-
nymization remains so uncertain, and what orga-
nizations can actually do about it as they seek to 
anonymize their data.

Limited  
legitmate purpose

Data adequacy & relevance  
to purpose

Data accuracy

Fair individual impact

Data integrity, availability,  
confidentiality

Security Fairness

Privacy

https://edps.europa.eu/system/files/2021-04/21-04-27_aepd-edps_anonymisation_en_5.pdf 
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Conflicting Regulatory 
Guidance in the EU
Let’s start with the uncertainty around what “anonymization” truly means under 
EU data protection standards. Even though the GDPR discusses anonymization 
in Recital 26, we have to go back to opinions issued by the Working Party 29, 
an official body made up of representatives of EU DPAs, the European Data 
Protection Supervisor, and the European Commission (for the full context, the 
Working Party has been replaced by the European Data Protection Board, which 
is expected to issue guidance on the matter but has not done so yet). 

In 2007, the Working Party 29 issued an opinion that 
clearly articulated the difference between “ano-
nymization” on the one hand and “pseudonymiza-
tion” on the other. The main difference between the 
two came down to re-identification. While pseud-
onymization is privacy-protective – for example, 
key-coding data so that identifiers are masked but 
can be uncovered if needed – it is also technically 
reversible. On the other hand, anonymization was 
defined in the following way: “disguising identities 
can also be done in a way that no re-identification 
is possible, e.g. by one-way cryptography, which 
creates in general anonymised data.”

The problem was apparent even in 2007, because 
defining what is “possible” involves predicting the 
future, and therefore indicates some amount of 
uncertainty. Could developments in quantum com-
puting, to take one extreme example, render many 
current cryptographic standards obsolete? It’s pos-
sible. The question of possibility is a matter of risk 
tolerance, and in 2007 the Working Party 29 erred on 
the side of flexibility, writing that as long as “appro-
priate technical measures” have been put in place to 
prevent re-identification of data, that data can be 
considered anonymous. Here’s the exact language 
from the 2007 opinion:

Even if identification of certain data subjects may take place despite all 
those protocols and measures (due to unforeseeable circumstances 
such as accidental matching of qualities of the data subject that reveal 
his/her identity),the information processed by the original controller may 
not be considered to relate to identified or identifiable individuals taking 
account of all the means likely reasonably to be used by the controller 
or by any other person. Its processing may thus not be subject to the 
provisions of the Directive.  

https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2007/wp136_en.pdf
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This line of reasoning mirrors the similar standards 
for anonymization that other regulatory frameworks 
have adopted around the world - allowing for some 
consequent level of risk of re-identification. The 
Federal Trade Commission, for example, has said 
essentially the same thing about reasonable risks 
of re-identification, as has the state-level Califor-
nia Privacy Rights Act (CPRA) in California. It also 
echoes the Health Insurance Portability and Ac-
countability Act (HIPAA) de-identification standards, 
which created a de-identification method known as 

“expert determination” that explicitly allows for a very 
low chance of re-identification risk.1 Because perfect 
anonymization is in many ways impossible, some 
risk of re-identification will always remain. The 2007 
opinion was, in other words, reasonable and in line 
with other anonymization standards.

But then came the Working Party’s 2014 opinion on 
anonymization techniques, which turned this analy-
sis on its head and set the path for significant confu-
sion about EU anonymization standards that exists 
to this day. In particular, the Working Party  revisited 
the difference between anonymization and pseud-
onymization, and declared that a “specific pitfall is 
to consider pseudonymised data to be equivalent 
to anonymised data.” Pseudonymity continues to 
allow for identifiability, the Working Party wrote, and 

“therefore stays inside the scope of the legal regime 
of data protection.” To be fair, the Working Party 29 
was reacting to a series of public anonymization mis-
haps, such as the AOL and the Netflix cases, in which 
data was supposedly anonymized and released in 
large numbers, only to find later that the data was 
identifiable after all. 

The difference between anonymization and pseud-
onymization, in the new analysis, lay in the likeli-
hood of re-identifiability - whether it’s possible to 
derive personal information from de-identified data. 
However, as study after study has demonstrated, 
it’s pretty much impossible to perfectly anonymize 
data, meaning some possibility of re-identification 
frequently remains. So how should organizations 
determine what is likely? 

1 Note that unlike other standards, HIPAA’s standard is only concerned with the anticipated recipient, making the scope of anonymization 

somewhat narrower - it was not, in other words, addressed to all  potential recipients of the data over an unlimited period of time.

The Working Party 29 stated that an anonymization 
solution that protected against each of these risks 

“would be robust against re-identification performed 
by the most likely and reasonable means the data 
controller and any third party may employ.” In other 
words, an anonymization that protects against each 
of these three risks – singling out, linkability, and 
inference – would be satisfactory. (Note, however, 
that the Working Party was not exactly saying that 
passing this three-pronged test is a requirement in 
all circumstances, as we will explain in further detail 
below). If an organization could explain how their an-
onymization efforts prevented singling out, linkability, 
and inference, their anonymization solutions would 
therefore stand up to regulatory scrutiny.

The Working Party 29  
enumerated three specific 
re-identification risks: 

 • Singling out, or the ability to locate an 
individual’s record within a data set.

 • Linkability, or the ability to link 
two records pertaining to the same 
individual or group of individuals. 

 • Inference, or the ability to confidently 
guess or estimate values using  
other information. 

https://www.immuta.com/downloads/beyond-cosmetic-compliance-in-data-analytics-a-guide-to-cpra/
https://www.law.cornell.edu/cfr/text/45/part-164 
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp216_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp216_en.pdf
https://www.nytimes.com/2006/08/09/technology/09aol.html
http://cs.utexas.edu/~shmat/shmat_oak08netflix.pdf
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So far, so good. The problem emerged, however, when the Working Party 29 went on to suggest that both 
aggregation and destruction of the raw data were also needed to ensure no reasonable risk of re-identification 
remained. Here’s their exact language:

It is critical to understand that when a data controller does not delete 
the original (identifiable) data at event-level, and the data controller 
hands over part of this dataset (for example after removal or masking of 
identifiable data), the resulting dataset is still personal data. Only if the 
data controller would aggregate the data to a level where the individual 
events are no longer identifiable, the resulting dataset can be qualified 
as anonymous. 

2 If you find this paragraph confusing, you’re not alone. Indeed, it is difficult to make sense of this paragraph because it appears fundamentally 

inconsistent with other parts of the very same opinion. The Working Party 29, for example, also stated in the same opinion that "data control-

lers should consider that an anonymized dataset can still present residual risks to data subjects. Indeed, on the one hand, anonymization and 

re-identification are active fields of research and new discoveries are regularly published, and on the other hand even anonymized data, like 

statistics, may be used to enrich existing profiles of individuals, thus creating new data protection issues."

3 One potential reason for this difference was that the French translation of the Data Protection Directive was missing the word “reasonable,” 

making the French standard more restrictive than the EU standard.

In other words, only by aggregating data into group 
statistics and permanently deleting the original data 
could organizations have full confidence that their 
data is anonymized and therefore falls outside the 
scope of data protection regulations in the EU.2

Due to this U-turn, EU regulators continue to vac-
illate between the 2007 and 2014 standards to this 
day. Some have stated that some residual risk of 
re-identification is acceptable, so long as the right  
precautions are in place. Regulators like the UK’s 
Information Commissioner’s Office, or ICO (when  
 
 
 
 

 
 
 
 
 
 
 
 

the UK was part of the EU), took this track, as did the 
Irish DPA and others. But other DPAs, like France’s 
Commission Nationale de l'Informatique et des Lib-
ertés (CNIL), have used a more absolutist language 
in their guidance.3

Organizations attempting to comply with these 
confusing standards and meet EU anonymization 
requirements are therefore stuck between a rock 
and a hard place. So what can organizations do? 
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WHAT ORGANIZATIONS CAN DO

01 Give Up and Embrace 
Pseudonymization
The first option is to give up on the project of 
anonymizing data entirely, and simply consider all 
de-identified data as pseudonymous. While pseud-
onymous data does not fall outside the scope of EU 
data protections because re-identification is still 
possible, the compliance burden on pseudonymous 
data can be significantly lighter, assuming: the pro-
cessing purpose is legitimate; a legal basis is estab-
lished (or the secondary purpose is considered to 
be compatible with the initial purpose); and the data 

controller is not in a position to identify individuals 
(making most individual rights virtually non-existent, 
except the rights to information and to object).

Standards for how to implement pseudonymization 
techniques vary, but many overlap with anonymiza-
tion practices under other legal frameworks outside 
the EU. Here, for example, is how the European Union 
Agency for Cybersecurity describes pseudonymiza-
tion techniques: 

The choice of a pseudonymisation technique and policy depends 
on different parameters, primarily the data protection level and the 
utility of the pseudonymised dataset (that the pseudonymisation 
entity wishes to achieve). In terms of protection, as discussed in the 
previous sections, RNG, message authentication codes and encryption 
are stronger techniques as they thwart by design exhaustive search, 
dictionary search and guesswork. Still, utility requirements might 
lead the pseudonymisation entity towards a combination of different 
approaches or variations of a selected approach. Similarly, with regard 
to pseudonymisation policies, fully- randomized pseudonymisation 
offers the best protection level but prevents any comparison between 
databases. Document-randomized and deterministic functions provide 
utility but allow linkability between records. Specific solutions might be 
applicable, depending on the identifiers that need to be pseudonymised.

https://www.enisa.europa.eu/publications/pseudonymisation-techniques-and-best-practices
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If this seems a lot like anonymization to you, you’re 
not alone. The more EU regulators have attempted 
to clarify the difference between pseudonymization 
and anonymization at a technical level, the closer 
each ends up seeming to the other. These similar-
ities at a technical level, combined with the 2014 
guidance from Working Party 29, have led some 
organizations to give up on anonymization entirely, 
at least until EU DPAs provide further clarity – an 
entirely reasonable response given the significant 
confusion. 

That said, applying EU data protection standards to 
all types of pseudonymous data, irrespective of the 
strength of the pseudonymization process, can be 
problematic when data needs to be accessed quick-

ly and shared among different types of stakehold-
ers. Those who are using pseudonymous data for 
their own purposes are “controllers” under EU data 
protection laws and have to make sure they tick all 
the right boxes before processing the data. It’s also 
unclear how pseudonymization can help justify data 
transfers to third countries with no adequacy deci-
sions. Researchers in the medical space especially, 
such as this group, have been quite public about the 
problems this causes.

So if organizations aren’t willing to give up on an-
onymization entirely, what else can they do? They 
have a few options.

02 Argue the Risks  
of Re-identification  
Are Sufficiently Remote
The next option lies in arguing that the means of 
re-identification are not reasonably likely. This would 
mean relying more heavily on the Working Party 29’s 
2007 opinion than on its 2014 opinion, or at least 
ignoring the most problematic paragraphs of the 
2014 opinion and highlighting the following state-
ment: “Whenever a proposal does not meet one of 
the criteria [i.e., singling out, linkability, inference], 
a thorough evaluation of the re-identification risks 
should be performed.” 

Some call this line of argument a “risk-based 
approach,” which acknowledges that some risk of 
re-identification is acceptable even for anonymized 
data. The question becomes how can organizations 
argue that even though risk remains for re-identifi-
cation, it is sufficiently remote and therefore their 
data is anonymous?

For starters, the 2014 Working Party guidance 
itself refers to the importance of context, stating 
that “account must be taken of ‘all’ the means ‘likely 
reasonably’ to be used for identification by the 
controller and third parties, paying special attention 
to what has lately become, in the current state of 
technology, ‘likely reasonably’ (given the increase in 
computational power and tools available).” 

More fundamentally, a risk-based approach implies 
adopting an attacker-centric definition of ano-
nymization, which appears compatible with the legal 
test. Indeed, the legal test will focus on assessing 
the re-identification means reasonably likely to be 
used by the controller or another person, i.e, an 
attacker. In order to anticipate attackers’ behavior, 
de-identification experts rely upon risk models to 
guide their selection of data and context controls.

https://www.immuta.com/downloads/the-technical-fix-for-international-data-transfers-a-word-of-caution/
https://www.nature.com/articles/s41431-020-0596-x
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Other regulators have suggested that they are aligned to this exact approach. In the healthcare data context, 
for example, the European Medicines Agency has acknowledged that a risk-based approach is a valid alterna-
tive to the mitigation of the three re-identification risks, writing that:

“According to the Opinion 05/2014 on anonymization techniques 
of the Art. 29 WP, two options are available to establish if the data 
is anonymized. Either through the demonstration of effective 
anonymization based on three criteria: [1] Possibility to single out an 
individual. [2] Possibility to link records relating to an individual. [3] 
Whether information can be inferred concerning an individual . . . or, 
whenever a proposal does not meet one of these criteria, through an 
evaluation of the identification risks.” 4

4 It is worth noting that, in the healthcare space, this line of argument is easier to make because while the data is circulating freely, all the organi-

zations using that data are usually under a confidentiality obligation. It is therefore easier to impose some limitations on what is reasonably likely.

The French DPA CNIL seems to be somewhat open to 
this approach as well. 

If you’re interested in examining how these attacks 
work, you can read another article we’ve written on 
a call for risk-based assessments. At a minimum, 
the goal should be that no situationally-relevant 
attacker is reasonably in a position to re-identify the 
individuals within the transformed data set. 

As if things weren’t complicated enough, when produc-
ing the list of situationally-relevant attackers, EU DPAs 
don’t always seem to know what to make of the differ-
ence between the position of the data controller and 
that of third parties. This shows that there is confusion 
about what a risk-based approach really is, and not all 
regulators are well versed in de-identification methods. 

More specifically, some have mandated that “ano-
nymisation procedures must ensure that not even 
the data controller is capable of re-identifying the 
data holders in an anonymised file,” as the Spanish 
DPA and the EDPS have argued. Others, like the Irish 
Data Protection Commission, have written that “the 
anonymisation process [should] prevent the singling 
out of an individual data subject, even to someone in 
possession of the source data.” 

What, then, should we make of the controller’s ability 
to re-identify the data? There are a few options, 
although not all of them are consistent with a 
risk-based approach. The Working Party 29’s view 
expressed in 2014 seems clear: a data controller 
should not be considered an attacker. We should 
thus conclude that what really matters is that the 
data controller is not in a position to single out indi-
viduals within the supposedly anonymized data by 
using the raw data or publicly available information 
only. In other words, we should assume that the data 
controller has performed a state-of-the-art data 
transformation technique to treat both direct and 
indirect identifiers. Notably, this interpretation does 
not necessarily exclude anonymization for internal 
purposes.

It’s worth noting that the ICO has developed a spe-
cific test, called “the motivated intruder test,” to be 
used for assessing anonymization standards. This 
test states that, as a rule of thumb when appropriate 
process firewalls are in place, the attacker is not an 
insider, has no prior knowledge, and is not an expert 
(although it is acknowledged that the motivated 
intruder can be made more sophisticated depending 
upon the use case at hand). 

https://www.ema.europa.eu/en/documents/regulatory-procedural-guideline/external-guidance-implementation-european-medicines-agency-policy-publication-clinical-data_en-3.pdf
https://www.cnil.fr/fr/lanonymisation-de-donnees-personnelles
https://www.immuta.com/articles/risk-based-assessment-of-anonymization-approaches-blog/
https://edps.europa.eu/sites/edp/files/publication/19-10-30_aepd-edps_paper_hash_final_en.pdf
https://www.dataprotection.ie/sites/default/files/uploads/2020-09/190614%20Anonymisation%20and%20Pseudonymisation.pdf
https://ico.org.uk/media/1061/anonymisation-code.pdf
https://ico.org.uk/media/1061/anonymisation-code.pdf
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03 Trusted Third Parties
The next option is to rely on what are called “trust-
ed third parties,” or TTPs, which can help serve as 
intermediaries between organizations possessing 
the raw data and those who seek to use anonymous 
data. Specifically, when one party wants to share 
anonymous data with a secondary organization, 
a trusted third party can “broker” the exchange, 
particularly when linking data sets could tempo-
rarily increase re-identification risks. By definition, 
the trusted third party is not considered to be a 
situationally-relevant attacker and is in charge of im-
plementing de-identification techniques on the raw 
data, which remains under the control of the original 
party while sharing the de-identified data with the 
secondary organization.

In 2013, the Working Party 29 addressed this 
arrangement in an opinion on purpose restrictions, 
and described trusted third parties as operating “in 
situations where a number of organisations each 
want to anonymise the personal data they hold for 
use in a collaborative project,” which can be used “to 
link datasets from separate organisations, and then 
create anonymised records for researchers.” Intro-
ducing a third party to perform the de-identification 
and to keep the raw data separate, the Working Party 
29 suggested, seems to be another useful method 
to achieve anonymization.

The 2013 opinion went on to described the possibility 
of something called “complete anonymisation”:

“In many situations, anonymisation may help public sector bodies  
comply with data protection law whilst at the same time enabling them 
to make the necessary data available for reuse. Indeed, when this is 
possible, ‘complete’ anonymisation (and a high level of aggregation)  
of personal data is the most definitive solution to minimize the risks  
of inadvertent disclosure.”

One year earlier, the UK DPA itself described this 
type of arrangement as “particularly effective where 
a number of organisations each want to anonymise 
the personal data they hold for use in a collaborative 
project.” Indeed, the ICO went to great lengths to 
describe how this approach enables anonymization:

“A trusted third party is an organisation which can be 
used to convert personal data into an anonymised 
form. . . .The personal data can then be anonymised 
in ‘safe’, high security conditions and to an agreed 
specification – allowing the subsequent linkage of 
anonymised individual-level data, for example. The 
great advantage of a TTP arrangement is that it 
allows social science research to take place – for 
example using anonymised data derived from 

health and criminal justice records – without the 
organisations involved ever having access to each 
others’ personal data. Security, anonymisation and 
anti-re-identification measures taken by the TTP 
should be covered on agreement.” 

Inserting a third party into the de-identification pro-
cess is therefore one central way to bolster the claim 
to anonymity, and can facilitate the creation of an-
onymized data when data from different sources is 
being linked together. The inclusion of a TTP is thus 
a key component of a broader risk-based approach. 

https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2013/wp203_en.pdf
https://ico.org.uk/media/1061/anonymisation-code.pdf
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04 Emerging Technological 
Approaches
All of the anonymization options we list above are 
heavy on processes – assessing all the reasonably 
likely ways data could be re-identified, as in the risk-
based approach, or inserting third parties to manage 
the data, as in the use of trusted third parties. There 
is, however, one additional method, which relies on 
a group of emerging technologies to help automate 
the de-identification process and streamline and 
accelerate the risk-based approach. It’s worth noting 
that because these technologies are still emerging, 
and in many senses still being proven in real-world 
settings, organizations often lack the resources 
needed to integrate these technologies within their 
processing practices and demonstrate that they 
support anonymization under the EU frameworks. 
That said, there are clear signs these technologies 
might stand up to regulatory scrutiny.

Take, for example, synthetic data, which consists 
of creating new data from a sample set of data and 
preserving the correlations within the sample set 
without recreating any direct identifiers. The use 
of synthetic data has been growing in the health-
care space in particular, offering a promising way 
to extract trends from health data without directly 
using patient identifiers. Indeed, one such solution 
has even been designated as anonymous data under 
GDPR standards by the CNIL. The technology is still 
in its infancy and does not necessarily eliminate all 
re-identification risks, so it remains to be seen how 
useful it can be in real-world settings; however, EU 
DPAs do seem open to labeling such data anony-
mous under data protection standards.

Differential privacy is a mathematical privacy 
framework that holds promise for anonymization. 
This method inserts controlled randomization into 
a data analysis process, resulting in mathemati-
cally guaranteed limits on the amount of personal 
information inferrable by any attacker. (For a more 
thorough overview of differential privacy, see 

here.) While EU DPAs have yet to formally opine on 
differential privacy, we believe they’re likely to look 
favorably upon the technique, which the US Census 
Bureau now uses to protect the privacy of respon-
dents’ data. Indeed, differential privacy is currently 
being litigated in Alabama over concerns that 
uncertain census accounting may result in unequal 
congressional representation, in what we believe is 
likely to generate clearcut legal precedent for the 
technique’s guarantees. One amicus brief in support 
of the US government’s use of differential privacy, 
filed by the non-profit EPIC, even goes so far as to 
declare that “differential privacy is the only reliable 
technique for defeating current and future re-identi-
fication attacks.”

Synthetic data and differential privacy are not the 
only techniques with a promise for anonymization: 
some tout the benefits of federated learning, which, 
if implemented with an eye towards compliance, 
can serve a similar function as trusted third parties, 
although in practice it tends to be used as a data 
minimization technique rather than an anonymiza-
tion technique. Although there are often signifi-
cant technical barriers in practice and deployment, 
another technique known as secure multi-party 
computation can be used to design multi-party 
data processing protocols that simulate use of a 
trusted third-party without actually having one. In 
that sense, the future holds new opportunities for 
meeting the requirements of EU data protection 
laws, even if such mandates remain unclear.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7059086/
https://www.usine-digitale.fr/article/la-cnil-approuve-wedata-pour-l-anonymisation-des-donnees-de-sante.N1024644
https://www.immuta.com/articles/why-differential-privacy-should-be-top-of-mind-for-data-science-and-governance-teams/#:~:text=Instead%20of%20adding%20a%20significant,responses%20that%20are%20wildly%20inaccurate.
https://www.census.gov/about/policies/privacy/statistical_safeguards.html
https://www.census.gov/about/policies/privacy/statistical_safeguards.html
https://www.census.gov/about/policies/privacy/statistical_safeguards.html
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What to Do?
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